Simplified computations of spin excitations in high-spin carbon nanoclusters and related systems
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Spin excitation spectra for possible molecule-based magnetic structures are evaluated semiempirically. A simplest spin-flip model with singly-excited configurations (SF-CIS) is used. While only a small amount of electron correlation is captured by the SF-CIS scheme, it turns out to be practically useful tool for computing quasi-magnon spectra in large polyradicals. We study examples of three different structural types (graphene nanoribbon with methylene edges, triangulene and Mataga-type model organic ferromagnet). We demonstrate that these systems show different behavior of the spin excitation spectra and different spin heat capacity temperature dependences. It is also shown that the same SF-CIS technique can be useful for describing high-spin states in nanodiamonds with defects.
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Полуэмпирическим методом рассчитаны спектры спиновых возбуждений для возможных молекулярных магнитных структур. Использован простейший спин-флинт метод SF-CIS, учитывающий однородно возбужденные конфигурации. Хотя с помощью SF-CIS учитывается только малая доля электронной корреляции, метод оказывается практически пригодным для расчета квазимагнитных спектров в больших полирадикалах. Научены три типа структур (графеновая нанополоска, триангюлен и органический ферромагнетик по Matara). Показано, что данные системы демонстрируют различный характер спектра спиновых возбуждений и различное поведение спиновой теплоемкости, показано также, что этот метод SF-CIS может быть полезным для описания высокоспиновых состояний нанодиамантовых структур с дефектами.

Спрощен обчислення спінових збуджень високоспінових вуглецівих нанокластерів та споріднених систем. А.В. Лузанов.

У напівемпіричний спосіб обчислення спектрів спінових збуджень у можливих молекулярних магнітних структурах. Використано найпростішу спін-фліп модель SF-CIS, що враховує однорідно збуджені конфігурації. Хоча за методом SF-CIS обчислюються лише невелика частина електронної кореляції, метод виявляється практично доцільним для розрахунку квазимагнітових спектрів у великих полірадикалах. Вивчені три різних типи структур (графенова нанострічка з метиленовими кінцівками, триангюлен та моделі органичний ферромагнітний за типом Matara). Показано, що ці системи демонструють відмінний характер спектрів спінових збуджень та різну температурну залежність спінової теплоемності. Встановлено, що цей метод SF-CIS можна застосовувати для опису високоспінових станів у нанодіамантових структурах з дефектами.
1. Introduction

Molecule-based magnets is an active area of modern material science, and the main topics of it have been well reviewed in the recent literature [1–4]. A special interest is given to polyradicals and molecular ferromagnetics, and particularly organic ferromagnetics and organic spin clusters [5–9]. The first theory of high-spin states in the conjugated systems, at a simple π-electron (Huckel) level, was presented long ago in the pivotal paper [10]. Afterwards, several important π-magnetic structures were designed by Mataga [11] and Ovchinnikov [12].

An essential advance in our understanding of high-spin radical states is achieved when we go beyond the usual one-electron schemes (such as the Huckel one), and take into account electron correlation effects (see, e.g., [13–15]). In particular, the Lieb-Ovchinnikov [12,16] rule usually yields a correct description of the ground state spin in alternant hydrocarbons, that is in the conjugated systems with bipartite structure.

During the last decade, a lot of works were devoted to the study of ferromagnetic and antiferromagnetic states in graphene nanoclusters (17–22) and many others. Obviously, simplified and crude models are the only available tools to describe such complex polyatomic systems. For example, the UHF (unrestricted Hartree-Fock) and EHF (extended Hartree-Fock) models can be used for organic polyradicals [23,25]. Nevertheless, one does not forget to verify, at least for less complicated systems, the reliability of the models used. Sometimes, investigations in this field suffer from the lack of such analysis.

Thus, the main purpose of the present paper is to study typical high-spin carbon-based structures, in particular, graphene nanoclusters with radical spins at edges. In our investigation, we employ the so-called spin-flip technique which was used for π-electrons even in [26].

Notice that the spin-flip (SF) method, quite popular now, has a long history, starting with the celebrated Bethe ansatz in Ref. [27] where the one-dimensional antiferromagnetic Heisenberg spin chain was solved exactly. In the Bethe approach the starting state is a fully ordered ferromagnetic state from which the sought antiferromagnetic state is obtained by successive spin flip transformations (see a clear discussion in [28]). The important was Nagaoaka’s paper [29] where the single spin flip approach is used to suggest a model for the charged ferromagnetic system (for a further development [30,31]).

Seemingly, spin flip transformations (spin-flipping operators) have been first applied in quantum chemistry [26,32] within π-conjugated system theory. Then ab initio spin-flip methods were independently developed [33–35], producing more and more interesting results in this direction. In our study we will use a rather simple SF version (with a single spin flip) which follows from the general consideration in [26,36,37]. This is the so-called SF-CIS, i.e., a spin-flip counterpart of configuration interaction singles (CIS) method. At the non-empirical level, it was firstly described and investigated in [38].

In the present paper we start with checking in detail the validity of the used π-electron SF-CIS method. This will be done by invoking the results of the π-electron full configurational interaction (π-FCI) computations on small tetraatomic hydrocarbons. Then we describe SF-CIS computations for selected high-spin systems. The technical details of the applied method are described in Appendices. In particular, we examine the possibility to employ SF-CIS for modelling high-spin states in relatively small nanodiamond structures with defects.

2. Spin-flip technique for radical systems

Let us recall basic equations of the spin-flip technique for SF-CIS states. Following [36], we start with a high-spin Slater (reference) determinant $|\psi_{0}\rangle$ with the given numbers, $N_{\alpha}$ and $N_{\beta}$, of spin-up and spin-down orbitals, respectively. Evidently, the quantity

$$S_{z} = (N_{\alpha} - N_{\beta})/2$$  \hspace{1cm} (1)

determines the spin z-projection value of the reference. In practice, determinant $|\psi_{0}\rangle$ is taken as a spin-pure state computed within the ROHF (restricted open-shell Hartree-Fock) scheme. Then the total spin value equals to $S_{z}$, and the squared spin of the reference is $S_{z}^{2}$. In order to obtain a SF-CIS state $|\psi^{(S_{z} - 1)}\rangle$, that is the solution with the total spin value $S_{z} - 1$, we apply the one-electron transformation:

$$|\psi^{(S_{z} - 1)}\rangle = \sum_{i} \tau(i)|\psi_{i}\rangle,$$  \hspace{1cm} (2)

where $\tau$ is a one-electron transition density matrix for $|\psi_{i}\rangle \rightarrow |\psi^{(S_{z} - 1)}\rangle$, and $(i)$ is the conventional notation for $\tau$ acting on the
Table 1. Lowest quintet-triplet excitation energy $\lambda(Q \rightarrow T)$ (in eV) and spin density distribution for the ground quintet state in small conjugated tetraradicals within $\pi$-FCI.

<table>
<thead>
<tr>
<th>$\lambda(Q \rightarrow T)$</th>
<th>Spin density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S=1</td>
</tr>
<tr>
<td>SF-CIS</td>
<td></td>
</tr>
<tr>
<td>$\pi$-FCI</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>0.202</td>
</tr>
<tr>
<td>II</td>
<td>0.229</td>
</tr>
<tr>
<td>III</td>
<td>0.313</td>
</tr>
</tbody>
</table>

$i$-th electron. A simple spin-flip structure of the $\tau$-operator, in the form

$$\tau = ts - t|\beta\rangle\langle \alpha|,$$

(3)

with $t$ being a spin-free one-electron amplitude matrix, guarantees a spin projection of state (2) to be $S_x = 1$. Recall that $|\alpha\rangle$ and $|\beta\rangle$ are the standard spin-up and spin-down eigenkets, respectively.

In what follows, we will use the conventional Pariser-Parr-Pople (PPP) approximation for the full many-electron $\pi$-shell Hamiltonian. For further formal and algorithmic details we refer to Appendix A. It is important that the SF-CIS computations can be easily made with the direct use of atomic orbital (AO) matrices, and without constructing explicitly the configuration interaction Hamiltonian matrices.

As mentioned in the introduction, before applying SF-CIS to large polyradicals, we must first compare the SF-CIS and $\pi$-FCI results for small $\pi$-radicals. This is done here for some typical conjugated tetraradicals. Table 1 shows the “spin gap” (energy $\lambda(Q \rightarrow T)$ of the lowest quintet-triplet transition). In this Table we designate by I the tetraallyl structure, by II the symmetric tetraradical C$_{10}$H$_{14}$, and by III the 1,3,6,8-naphthoquinotetramethane. The carbon backbones of these systems are displayed in the last column where atomic spin-density diagrams are presented. We see that the SF-CIS model satisfactorily estimates the quintet-triplet transition energy $\lambda(Q \rightarrow T)$ (recall that $\pi$-FCI is the exact theory in the adopted $\pi$-methodology). At the same time other approximations, such as UHF and EHF schemes, give unsatisfactory results. For instance, we find that at the EHF level, $\lambda(Q \rightarrow T) = 0.54$ eV in II, and $\lambda(Q \rightarrow T) = 0.76$ eV in III. Notice that our ($\pi$-FCI result for $\lambda(Q \rightarrow T)$ in II is very close to that computed in [14], where it is shown that the lowest triplet state of II lies 0.16 eV higher than the ground state quintet.

The spin-density distributions shown in Table 1 also reflect interesting features of high-spin systems. In all spin-density images given in Tables, the brown color corresponds to the positive spin density values, and the green color to the negative ones. The spin distributions will be discussed in
Table 2. The first five energies $\lambda_i$ (in eV) of spin excitations $S_0 \rightarrow S_0 - 1$ and spin density distribution for the ground state in large polyradicals within SF-CIS. $N_C$ is a number of carbon atoms, and $S_0$ is the ground state spin.

<table>
<thead>
<tr>
<th>$n_b$</th>
<th>$N_i$</th>
<th>$S_0$</th>
<th>$\langle \lambda_i \rangle$</th>
<th>Spin Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td>212</td>
<td>4</td>
<td>0.024</td>
<td><img src="image1" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.137</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.197</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.275</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.352</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>222</td>
<td>6</td>
<td>0.095</td>
<td><img src="image2" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.283</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.352</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.471</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.582</td>
<td></td>
</tr>
<tr>
<td>VI</td>
<td>246</td>
<td>15</td>
<td>0.033</td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.066</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.088</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.093</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.141</td>
<td></td>
</tr>
</tbody>
</table>

more detail later. We only mention that the SF-CIS atomic spin densities reasonably approximate the exact ($\pi$-FCI) ones. In whole, the obtained results show the good performance of SF-CIS for small polyyradicals, so we have a sufficient foundation for using this method in studying large polyradical systems.

3. Large spin states in carbon-based clusters

All the systems treated in this paper (except for Appendix C) are referred to as the so-called alternant hydrocarbons (the term was coined by Coulson and Rushbrooke [38]). More general is the graph-theoretic term "bipartite graphs" (e.g., see references in our recent paper [39]). For characterizing alternant hydrocarbons we must divide their carbon atoms into two disjoint sets (starred and unstarred) in such a way that no two atoms in the same set are directly linked. Let $m_s$ be the number of starred atoms and $m_0$ the number of unstarred atoms, and by definition $m_s \geq m_0$. Then the remarkable Lieb theorem [16] states that the quantity

$$S_0 = (m_s - m_0)/2$$

is the ground state spin of the bipartite lattice treated in the framework of the Hubbard many-electron theory (the counterpart of the $\pi$-FCI model with the one-center approximation to two-electron repulsion integrals). Ovchinnikov’s rule [12] is of the same form since an infinite limit of one-center repulsion integrals leads to the spin-Hamiltonian model used in [12]. The examples of tetraradicals from the preceding sec-
tion, rule evidently, satisfy the Lieb-Ovchinnikov (4).

After this preliminary, we consider typical nanographene molecules with the Klein-type edges [40, 41]. The previously given system III in Table 1 is a simplistic example of the Klein-type edges in a small acene. In this section we study large polyaromatic structures of this type, that is the graphene nanoribbon with methylene edges and other polyaromatic structures (Table 2). Unlike [41] where only an indirect qualitative description (by non-bonding Hückel orbitals) is given for the related polyaromatic graphene ribbons, we base our study on approximate quantitative estimates of their spin excitation energies.

Let us now turn to Table 2 and see how SF-CIS works on the selected polyradicals with different topology and spin. In the Table we give excitation energies $\lambda^i$ for spin transitions with lowering spin value, that is for $S_0 \rightarrow S_0 - 1$. Spin-gap energies, i.e., energies of the lowest spin excitation, are underlined in the Table. The first example in Table 2 is the nanographene polyradical cluster IV. In this case, due to eight methylene groups and in accord with Eq. (4), $S_0 - 4$ is the spin of the ground state. It would be expected that the atomic spin densities would be predominantly localized on the corresponding CH$_2$-decorated edge (at the top of the system). However, calculations show the well marked spin densities at the bottom as well. As a result of delocalization, the spin gap is very small in IV. The next interesting system is triangulene V. Paper [12] was the first where the triangulene structures were proposed as organic magnets with large (microscopic) numbers of unpaired spins. The recent publication [42] provided a detailed account of the hard DFT computations of a sufficiently long series of such triangular molecules, but without giving spin excitation spectra. Our result concerning the spin density distribution are in concordance with those from [42]. As in the above cited work, the spin density is more preferably localized on the peripheral starred atoms, although the rest atoms slightly participate in the distribution as well. It is interesting that in the studied triangulene molecule the spin gap is about four times larger than in the system I having a comparable size and spin. Apparently, this peculiarity is a result of less symmetric structure in I. At last, let us consider the high-spin structure VI which gives a model of the Mataga-type polymer magnet from [11]. It is characterized by a small spin gap energy and significantly de-localized spins over all starred atoms of this system.

### 4. Spin excitation spectra and heat capacity

Here we analyze the spin excitation spectrum in the same polyradicals IV–VI. The first five excitation energies for them are given in the fourth column of Table 2. We see that in the case of IV there is a sharp difference in the values of the first spin excitation energy (i.e. the spin gap) and the rest part of the spectrum. Such a difference is not so significant in the case of V and VI. This peculiarity is clearly reflected in the results for the magnetic contribution, $C_v$, to the total specific heat capacity. The corresponding contribution can be easily calculated using standard expressions from statistical mechanics, namely

$$C_v = (\langle \lambda^2 \rangle - \langle \lambda \rangle^2) / T^2. \quad (5)$$

Here $T$ is the absolute temperature (in K), and $\langle \lambda \rangle$ and $\langle \lambda^2 \rangle$ are found by averaging excitation energies $\{\lambda^i\}$ (measured in K) and $\{\lambda^2\}$ over the canonical Gibbs distribution. When computing $C_v$ for spin systems, one must take explicitly into account level degeneracy (in our case, $2s+1$ for the ground state, and $2s-1$ for all excited states). We must also not forget that this specific heat is the magnetic contribution alone, which is superimposed on the vibrational heat capacity.

The results of computing $C_v$ from Eq. (5) are shown in Fig. 1. We see that the temperature dependence of $C_v$ in IV gives a very asymmetric two-humped curve, and indeed this behavior is essentially different from that of the other two systems. This peculiarity can be easily explained. To this end, let us first consider a two-level system allowing only the ground state and single excited state with the given excitation energy $\lambda_0 - \lambda_0$ ($\lambda_0 > 0$). Then it is easy to find that [43]

$$C_v = e^\zeta \frac{\xi^2}{1 + e^\zeta}, \quad (6)$$

where $\zeta = \lambda_0 / T$. Its plot is displayed in the first panel of Fig. 2. We see that $C_v$ has a single maximum point ($C_v \approx 0.439$ at $\lambda \approx 0.417$), and this type of the $C_v$ temperature dependence is called the Schottky anomaly (the Schottky peak) [43, 44]. The situation
becomes more complicated when new energy levels are involved.

Thus, we next consider a simplest three-level model. In it, in addition to the first excited state with excitation energy \( \lambda_0 \), we include the second (doubly-degenerate) excited level with excitation energy \( k\lambda_0 \), where coefficient \( k \geq 1 \). After manipulations over Eq. (5) we arrive at the following expression:

\[
C_V = (\zeta/Z)^2 \left( e^{-\zeta} + 2(k-1)e^{-(k+1)\zeta} + 2k^2 e^{-k\zeta} \right),
\]

where \( Z = 1 + e^{-\zeta} + 2e^{-k\zeta} \). A plot of this function for \( k = 5 \) is shown in the second panel of Fig. 2. Notice that for \( k < 4 \) we find no qualitative difference with the above given case of the single Schottky peak. In the our three-level model, a second more broad peak starts its appearance when \( k > 4 \). Returning to Fig. 2 we see that the second plot of this figure is just very similar to that given in Fig. 1 for IV (the red-color line). Then, a significant gap between the first excitation and the remaining part of the excitation spectrum (as in IV) can be a main cause for the observed two-humped peak anomalies in the temperature behavior of heat capacity.

It is also sensible to consider an elementary many-level model with equidistant spectrum. Unlike the harmonic oscillator, the system in study is assumed to have a finite number of energy levels. Thus, the excitation spectrum is taken as \( \lambda_j - j\lambda_0 \), where \( 1 \leq j \leq j_{\text{max}} \) with \( j_{\text{max}} \) being a number of the excited states involved. The statistical sum and \( <\lambda> \) for this problem are trivially evaluated, but the end result for \( C_V \) is a cumbersome expression, and here is not given explicitly. For a specific case when \( j_{\text{max}} < 10 \), the resulting \( C_V \) plot is displayed in the third panel of Fig. 2. It is interesting that this plot is rather like the \( C_V \) curve for polyradical V in Fig. 1 (the green-color line). As to possible causes for differences in spectra of IV–VI, we can give only a presumable explanation. Really, the considered systems have a comparable amount of carbon atoms, and they all are \( \pi \)- conjugated polyradicals. With this, spin value \( \lambda_0 \) of the ground state does not correlate with the spin gap energy. Judging from our results in Table 1 and 2, the minimum spin gap is obtained when unpaired spins (they are localized on starred atoms) are situated as close as possible to each other (as in I and IV). However, this suggestion needs checking with more examples.

### 5. Concluding remarks

In this paper we considered molecular high-spin model magnets which are of interest for their possible application to microelectronics and nanoscience. By using the known SF-CIS technique, we could examine polyradicals having \( \pi \)-conjugated system on
the their backbone. It was found that the investigated systems demonstrate various types of spin excitation spectrum, and these variations can manifest itself in thermodynamic properties of these molecular magnets.

There are some additional interesting issues which we leave for further study. One is an extension of the SF-CIS technique to very large polyradicals when the appropriate polymeric polyradical can be cast as a translation-invariant problem. For this problem we must produce a spin-flip counterpart of the π-electron exciton model from [45], and modify the existing program codes described in [45, 46].

Another concerns the magnetic behavior of charged high-spin systems. In this case we cannot directly use SF-CIS for π-electron polyradicals with bipartite graph structure. Indeed, within π-electron theory, the charged states of these polyradicals involve degenerate open-shell reference wave functions, for which the conventional SF-CIS method is not applicable. However, there are special approaches (SF-CIS-2h,p from [36] and others) which allows us to obviate the problem. It seems that studying spin-excitation spectrum in charged molecular magnets will lead to intriguing magnetic effects.

At last, there are similar problems of predicting magnetic properties of carbon-based nanostructures with saturated bonds. For instance, it was observed that ion irradiation of nanosized diamond particles (nanodiamonds) with N and C shows a signature of ferromagnetism [47]. The spin cluster structures can be also produced in diamonds with a higher concentration of color nitrogen-vacancy (NV) centers [48]. Such defect-induced magnetism is another promising area for future research; see also the interesting review paper [50] where authors shortly discuss the magnetism of surface-induced localized spins in nanodiamonds (from σ-dangling bonds). In Appendix C, using the same SF-CIS technique as in above, we report our preliminary results of the study of NV centers in the model nanodiamond system.

Acknowledgement. The author thanks Dr.O.A.Zhikol for useful comments and Dr.I.V.Omelencho for the collaboration in numerical computations of nanodiamond defects. The research was supported in part by the joint project of the National Academy of Sciences of Ukraine and the National Academy of Sciences of Belarus (Grant No.09-06-15).

Appendix A: Working matrix equation

Here we sketch the basic equations of the SF-CIS approach and give some additional useful details. Following Ref. [36], we first write down the variational SF-CIS equation for spin-flip amplitude matrix \( t \). The equation takes the compact form:

\[
(I - \rho_\alpha^\dagger f_\beta^\dagger t - f_\alpha^\dagger K(t) p_\alpha^\dagger = \lambda^t. \quad (A1)
\]

Here \( \rho_\alpha^\dagger \) and \( p_\beta^\dagger \) are the symmetric idempotent matrices projecting onto subspaces of spin-up and spin-down reference orbitals, respectively; matrices \( f_\alpha^\dagger \) and \( f_\beta^\dagger \) are the corresponding Fock matrices, and \( K(t) \) the standard Roothaan exchange operator matrix. In this equation, \( \lambda^t \) is an eigenvalue, and it has a meaning of a spin-flip energy.

The full set \( \{ \lambda_j \} \) determines a branch of \( S_0 \to S_0 - 1 \) transitions in the full spin excitation spectrum. Recall that the spin-flip procedure in Eq. (2) generates as well states with the same spin \( S_0 \) as in the reference determinant \( | \phi_\alpha \rangle \), but these states have spin projection \( S_z = S_0 - 1 \). In ferromagnetic polyradicals, minimum spin-flip energy \( \{ \lambda_{\min} \} \) is just related to this type state with spin \( S_0 \). Therefore, the low-lying transition energies, \( \lambda_j \) corresponding to lowering spin \( (S_0 \to S_0 - 1) \) are obtained as differences \( \lambda_j - \lambda_j \downarrow - \lambda_{\min} \uparrow \). Possible problems with spin contamination are briefly touched upon in Appendix B. In passing, we mention a very recent paper [50] where SF-CIS and related spin-flip approaches are efficiently used for computing ab initio exchange integrals needed for the Heisenberg spin-Hamiltonian theory of molecular ferromagnets.

The main advantage of Eq. (A1) is that to solve it, we do not need using molecular-orbital representation. Instead, one can directly work with matrices computed in AO representation. It is especially effective when dealing with semiempirical approximations. To be more specific, consider the conventional π-electron PPP scheme. The corresponding AO representation of \( \rho_\alpha^\dagger \) and \( p_\beta^\dagger \) and the Fock matrices \( f_\alpha^\dagger \) and \( f_\beta^\dagger \) are given in [51]. For instance, non-diagonal matrix elements of \( f_\alpha^\dagger \) are very easily computed to be

\[
(f_\alpha^\dagger)_{\mu\nu} = \beta_{\mu\nu} - (\rho_\alpha^\dagger)_{\mu\nu} \gamma_{\mu\nu}, \quad (A2)
\]

with \( \beta_{\mu\nu} \) being the resonance integrals, and \( \gamma_{\mu\nu} \) the two-center electron repulsion inte-
for the given atomic π-centers μ and ν. Thus, all matrices are of one-electron type, and it makes computations on Eq. (A1) much more easy than in respective ab initio (more rigorous) theories. Such efficiency becomes crucial when solving the eigenvalue problem (A1) by iterative methods of Krylov subspace type.

In our specific calculations, we take for β_{μν} the usual nearest-neighbor approximation with the C–C resonance integral 1f_C ≈ −2.4 eV; furthermore, integrals γ_{μν} are computed by the standard Ohno formula with one-center repulsion integral 1f_C ≈ −11.13 eV. Molecular geometry was simplified to a regular honeycomb structure with 1.4 Å for all C–C bond lengths.

**Appendix B: Evaluation of spin density within SF-CIS**

In [36] we presented the working formula for the average total squared spin, <S^2>, of the SF-CIS (and more general SF) wave function. This formula (Eq. (52) in [36]) provides a correct identification of calculated states. For our purposes here the spin density matrix is important as well. The needed expression can be straightforwardly obtained by using a general relation [52] which expresses the one-electron spin density matrix, Q, in terms of spinless (charge) two-electron density.

The final result of our computations is

\[ Q = Q_0 - tt^t - t^t t + \Delta Q, \]  

where \( Q_0 = \rho_0^o - \rho_0^s \), and \( \Delta Q \) makes a correction depending on the \( <S^2> \) value. When \( <S^2> = S_a(S_a + 1) \) or around it, that is, the target state has the same spin as the reference determinant \( (\Phi_a) \), we have

\[ \Delta Q = \frac{(Q_0)^2 - 2Q_0 + 3tt^t + t^t t + L}{S_a + 1}, \]  

where

\[ L = (tt^t)\rho_0^o + \rho_0^s(tt^t) - (tt^t)\rho_0^o - \rho_0^s(tt^t) + (\text{Tr}(tt^t))(t + t^t). \]  

When \( <S^2> = S_a(S_a - 1) \) or around it, that is, the target state has a lower spin \( S_a - 1 \), the working formula for \( \Delta Q \) is modified, as follows:

\[ \Delta Q = (Q_0)^2 - Q_0 + 2tt^t + L/S_a, \]  

and Eq. (B3) remains untouched. From the above equation one can reproduce \( <S^2> \) by tracing the Q-matrix in Eq. (B1):

\[ <S^2> = (S_a - 1)^2 + \text{Tr}[\frac{1}{2}(Q_0)^2/2 + (tt^t)\rho_0^o - (tt^t)\rho_0^s] + \text{Tr}(tt^t). \]  

This is just Eq. (52) Ref. [36]. In practical computations, as usual the low-lying SF-CIS states have a correct value of \( <S^2> \) or the value near it. However, the spin contamination of SF-CIS states is typically large for higher excited states. For the latter, the spin projected SF-CIS methods should be used instead (see [36] for more detail).

**Appendix C: SF-CIS for triplet states of NV color centers in nanodiamond**

Before starting we would like to mention recent papers and reviews on nanodiamonds and NV color centers [58–59]. In case of nanodiamonds and diamondoid molecules (condensed adamantanes), there are certain difficulties in obtaining reliable spectral data by conventional methods of quantum chemistry (e.g., see [54, 59]). In particular, we have sufficient reasons to believe that in nanodiamond molecules we should not be able to accurately predict electronic transitions without accounting for vibronic effects [54, 56]. That is why, in practice, even simple and rough models can be in use for restrictive semi-quantitative description of large, nanized clusters. Our aim in this Appendix is to examine one very simple model of NV defects in nanodiamonds.

In the proposed model we start with the standard idealized geometry (as in the pure diamond lattice) and take a certain finite-size carbon cluster terminated by hydrogen atoms. In our computations below we used the cluster \( C_{100}H_{22} \) of the \( D_{3d} \) symmetry. To produce the usual NV color center, we must replace one carbon atom by the nitrogen atom, and, additionally, make a vacancy at the nearest-neighbor site. If we restrict ourselves by the charged NV− defect, then the target states will be the ground triplet state, \( T_1 \), and the first excited state, \( T_2 \). The problem is how to compute such many-electron states in a non-sophisticated fashion. Here, we invoked a slightly simplified CNDO (complete neglect of differential overlap) scheme. The CNDO semiempirical parameters were taken from [60] (except for CNDO resonance parameter \( \beta_0 \), for which we
take −16 eV). This parametrization is quite suitable for saturated hydrocarbons and diamondoids, in particular. The corresponding CIS estimations made for example of adamantane C₁₀H₁₆ give us the lowest excitation energy, \( \lambda_{\text{min}} \), equal to 7.33 eV (compare this with the most reliable theoretical estimation \( \lambda_{\text{min}} = 7.36 \pm 0.49 \text{ eV} \) in [54]). In case of the color center, we made a further simplification by ignoring difference between resonance integrals of C−N and C−C bonds. A similar simplification was made for one-center electron repulsion integrals, i.e., \( \gamma_{\text{N}} \sim \gamma_{\text{C}} \) in the standard notation. With this, the orbital electronegativity parameters for nitrogen were assigned the values of 1.25 times larger than those of carbon.

In order to obtain the NV⁻ lowest triplet states we employed the SF-CIS procedure based on the ROHF quintet reference state (see Section 2). The obtained results are displayed in Table 3. The main conclusion from the computations is that, in the model used, the finite-size cluster with center is of a triplet nature, as it should be [59]. Furthermore, a rather strong absorption from this ground state to the first excited triplet state is predicted by this model, and it is also in agreement with experiment.

In our computations, the lowest excited triplet state is found to be, in fact, quasidegenerate. The average value of the two lowest excitation energies from Table 3 (i.e., 2.44 eV) approximates well the experimental value of 2.2 eV for the \( ^3A_2 \rightarrow ^3E \) vertical excitation energy observed for the diamond NV center [53]. Notice that we used an asymmetric finite-size cluster model of the NV center, so the model does not possess the required trigonal symmetry as the single defect in real diamond crystals does. Rather, our asymmetric model is more relevant to the case of subsurface defect in nanodiamond.

Overall, the model describes main features of the NV⁻ center more or less satisfactorily. In particular, the three nearest-neighbor carbon atoms to the vacancy bear the majority of the spin density (see Table 3). These atoms are shown in the image by green color. At the same time, there is no spin density on the nitrogen atom (blue color ball in the image). This is in concordance with EPR experiments and other theories [55, 57]

The same model gives reasonable results in the case of the neutral color center NV⁰ for which we found the estimate \( \lambda[^3E \rightarrow ^1A_2] = 0.66 \) versus another theoretical values of 0.86 and 0.68 from [61] and [55], respectively. Obviously, the above CNDO-like approximation allows for calculations to be carried out on sufficiently large nanodiamond structures whose size prevents the application of high-level quantum chemistry methods.

### Table 3. Lowest triplet-singlet, \( \lambda[T_1 \rightarrow S_1]\), and triplet-triplet, \( \lambda[T_1 \rightarrow T_1]\), transition energies (in eV) for color center modeled by nanodiamond cluster \( [C_{66}NH_{22}]^{-} \), and atomic spin density distribution in the ground \( (T_1) \) state of the cluster. Oscillator strengths are given in parentheses.

<table>
<thead>
<tr>
<th>( \lambda[T_1 \rightarrow S_1] )</th>
<th>( \lambda[T_1 \rightarrow T_1] )</th>
<th>Spin Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.70</td>
<td>2.42 (0.12)</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>2.46 (0.06)</td>
<td></td>
</tr>
<tr>
<td>2.27</td>
<td>2.72 (0.25)</td>
<td></td>
</tr>
</tbody>
</table>
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