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This article discusses the development of an expert system based on an artificial neural
network for analyzing the dielectric properties of single-layer carbon nanotubes. By meas-
uring and analyzing the single-walled carbon nanotube/polyurethane composites, multi-
walled carbon nanotube/silicone rubber conductive polymer materials, and single-walled
carbon nanotube/epoxy resin composite materials we can get the specific numerical dielec-
tric characteristics which can reduce the workload of the researchers, reduce research cost
and shorten the time and improve efficiency.
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PaccvmarpuBaerca sKcmepTHAs CcHCTeMa HA OCHOBE HMCKYCCTBEHHOUW HEHPOHHOH ceTu M
aHA/IM3a IUJIEKTPUUYECKUX CBOMCTE OMHOCJIOMHBIX YIJIEPOLHBIX HAHOTPyOok. Msmepssa u
AHAJUBUPYSA OJHOCJIOUHBIE YIJIEPOAHBIe HAHOTPYOKHU (IIOJHMypPeTaHOBble KOMIIO3UTHI, MHOIO-
CTEHHBIE YIJIEPOAHbIe HAHOTPYOKM), IIPOBOAMAIIME IIOJMMEPHbIE MAaTEPHUANbl U3 CHINKOHOBOU
PE3UHBI, OMHOCTEHHBbIE KOMIIOSHUTHBIE MATE€PHAJbl W3 YrJAEPOTHBIX HAHOTPYGOK/SIIOKCHUIHBIX
CMOJI, MOMKHO IIOJYYUTh KOHKPETHbIE UMCJIEHHBbIE AMJIEKTPHUUECKIe XapaKTEPUCTUKU, KOTO-
pbl€ MOrYT CHUSHTDb 3arPysKEHHOCTb HCCJe0BaTe]ell M CHUSUTL 3aTPAThl HA MCCIELOBAHUMI.

HocaigmxenHs gieJeKTPMUYHUX BJACTHBOCTEH BYIJEIeBHX HAHOTPYOOK i IX KOMIIO3HTIB
METOJAOM IITY4YHOro iHTeJeKry. Y.Zeng, X.Guo.

Posrasagaerscsa pospobKa eKCIepPTHOI cucTeMM HA OCHOBI MITYy4YHOI HEHPOHHOI Meperki mis
aHAII3Y MieJeKTPUUYHUX BJIACTHBOCTEH OMHOIIAPOBUX BYIJIEIIEBHUX HAHOTPYOOK. Bumiprorouu
i amamisyrouu oxHoIiapoBi Byriernesi HaHoTrpyOKu (moJiyperaHoBi KomMmosuTu, dararocTimHi
ByrJjeresi HaHOTPYOKM), AKi mpoBomATh moJimMepHi Marepianm i3 cumaikomHoBoi rymu,
OJHOCTiHHI KOMMOO3UTHI Marepiajiu 3 ByrJeleBUX HAHOTPYOOK EIIOKCUIHNX CMOJI, MU MOJXKE-
MO OTPMMATH KOHKPETHI uYucesbHi mieJeKTPUUHI XapaKTepHUCTUKMU, AKi MOMKYTH SHUSUTU
3aBAHTAMKEHICTh MOCHITHUKIB 1 3HM3UTH BUTPATH HA MOCILIKEHHS.
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1. Introduction

Carbon nanotubes (CNTs) are hollow tubes
made of sheets of graphene formed from carb-
on atoms. These have high aspect ratio, excel-
lent elongation, flexibility, elastic modulus,
strong acid and alkali resistance and thermal
properties [1]. For a long time, material re-
searchers needed to carry out a large number
of experiments through permanent adjustment
of experimental parameters, and then accord-
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ing to the performance of the selection, fi-
nally they chose one or several parameters
which can meet the requirements of the ma-
terial composition. This research method
consumes a lot of manpower, material re-
sources and time, and it is characterized by
great contingency and blindness [2].

With the continuous development of
computer science and artificial intelligence,
artificial neural network technology re-
search methods appeared. Their structure is
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built by simulating the structural charac-
teristics of biological nerves and is similar
to the information processing model formed
by the interconnection of neurons in the
brain. With self-learning, adaptive ability,
good fault tolerance, a strong memory func-
tion, and a prediction function, it can
quickly find the optimal solution [3]. There-
fore, it is widely used in material design,
optimization of preparation parameters and
prediction of material properties. The artifi-
cial neural network has expanded people’s
understanding and ability to control the envi-
ronment; this aroused great attention of re-
searchers in various fields; the applications
are expanding and new research continues to
emerge. The combinations of the artificial
neural network with other technologies allow
one to apply them well in many fields and
have a good development prospect [4].
Therefore, carbon nanotubes have great
application prospects, and have been a re-
search hotspot at home and abroad in recent
years. B.Chen et al. discussed the common
synthesis methods of carbon nanotubes, an
arc discharge method, a wvapor deposition
method and a flame method in detail. Typi-
cal applications in sensors, supercapacitors,
catalysis, hydrogen storage and medicine
are summarized [5]. M.Varga et al. analyzed
the research progress and application pros-
pects of carbon nanotubes in the fields of
photoelectric devices, supercapacitors and
hydrogen storage materials [6]. X.Liu et al.
summarized and commented the application

of carbon nanotubes in many fields in re-
cent years, and predicted several application
prospects and development potential of
carbon nanotubes, providing a reference for
the further development and application of
the carbon nanotubes [7]. In this paper, an
artificial neural network expert system for
carbon nanotube composites was established
to sort, analyze and deal with the process-
ing and sample properties of carbon nano-
tube composites. The artificial neural net-
work expert system was used to reduce the
workload of researchers, reduce the re-
search cost, shorten the research time and
improve the efficiency.

2. Research methods

2.1 Establishing artificial neural network
and expert system

Artificial neural networks are good at
numerical calculation and dealing with com-
plex multivariate nonlinear problems. Ex-
pert systems are good at using knowledge
and reasoning to solve problems. They both
have advantages and disadvantages as
shown in Table 1. The artificial neural net-
work and expert system are combined to-
gether to solve the problem. They can learn
from each other and strengthen each other.

The expert system of CNTs can be di-
vided into a database management function,
a neural network training function and a
neural network prediction function. Its com-
position is shown in Fig. 1.

Table 1. Comparison between an artificial neural network and an expert system

Compari- Expert system Neural network
son
of object
Knowledge | Mainly relies on transplanting the Learning directly from numerical examples
acquisition | knowledge of domain experts into the or the traditional artificial intelligence
system. Features: trouble, low efficiency | technology has been acquired by the
knowledge of special cases into the neural
network distributed storage [8].
Features: time-saving and high efficiency
|Application | It can only be used in a fairly narrow You can solve problems in any field (as long
field field of expertise. Features: narrow as you have samples).
application range Features: wide application range
Reasoning | The reasoning method is simple, the It has strong nonlinear fitting ability and
ability control strategy is not flexible and the |can map any complex nonlinear relationship.
reasoning efficiency is low. Features: high reasoning ability
Features: low reasoning ability
Intelligent | Without self-learning ability and Sample input is used for learning and
level associative memory function they training, and the learning algorithm is
cannot improve, develop and innovate diversified; this imitates human brain
the knowledge in the process of thinking and can be inferred by associative
operation [9]. memory,
Features: low intelligence level, no self- |recognition and analogy [10].
learning and associative memory Features: high level of intelligence, self-
function learning and associative memory function

Functional materials, 26, 4, 2019

817



Y.Zeng, X.Guo / Research of dielectric properties ...

Expert system of artificial neural network for carbon nanotube composites
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Fig. 1. System module organization diagram.
Software Development Environment

(SDE) is also known as integrated project
support environment. Writing and opera-
tion needs the support of computer soft-
ware; a computer language is the basis of
the software implementation. Now, with the
development of computer technology, com-
puter hardware and software of the operat-
ing system has been updated, including C#
as an object-oriented programming lan-
guage, it is widely used due to its powerful
functions, simplicity and flexibility.

The operating system used in this paper
is Windows7; the tool environment used for
writing is Microsoft Visual Studio; and the
data management is Microsoft SQL Server
database. The development and design of
the artificial neural network expert system
based on the BP neural network is realized.
ADO.NET is used to access and operate data
sources. The general steps for ADO.NET to
access data sources are as follows:

— Create a connection to the data source;

— Find the required Data record Set and
cache the record Set into the Data Set;

— If more than one data is needed, return
to step 2 to continue adding;

— After adding data successfully, close
the data connection;

— Use the Data Set to perform the re-
quired Data access operations.

2.2 Database management

Database management is the basis of the
whole artificial neural network expert sys-
tem, and the stored human expert data
should be as rich and accurate as possible.
As shown in Fig. 1, the management and
maintenance of the database is divided into
adding and modifying, deleting and per-
formance of query.
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(1) Add: add the latest human expert data
according to the type of expert data, add to
the corresponding material Table. The flow of
the add operation is shown in Fig. 2.

— Modification: modify the expert data
in the man-machine interface of the corre-
sponding materials to update the expert
data of the system.

— Delete: delete the wrong expert data in
the expert system.

— Query: after the establishment of the
human expert database, there will be new
expert data added to the database, which
will lead to very large amount of data in
the database. It is very difficult to find the
required data, then the user can use the
data query function.

2.3 Neural network training and prediction

During the material processing, there are
many variables that affect the final per-
formance, and the relationship between
them is very complex. However, we use an
artificial neural network to predict the per-
formance of materials based on the existing
data, which provides a certain reference
value for researchers. In this paper, a BP
neural network with an additional momen-
tum factor and a learning rate variable is
used to train expert data. After training,
the network connection weight matrix ob-
tained by the BP neural network can be
used to predict relevant material data by
the artificial neural network. The process is
shown in Fig. 3.

2.4 The realization of the BP neural net-
work

The standard BP neural network model
has some defects, such as slow learning rate
and convergence speed, and the local mini-
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Fig. 2. Flow chart of data addition.

mum rather than the global minimum may be
obtained during the network training. There-
fore, the improved BP neural network is
adopted to increase the performance of the BP
neural network to some extent by adding the
momentum factor and learning rate variable.
The improved BP neural network uses m to
represent the learning rate and o for the mo-
mentum factor, then the adjustment of the con-
nection weight matrix of the output layer is:

AMjk(t) = (1)
— — —aE . —
=n(1 oc)ank(t - + OLAM]k(t 1).

The adjustment of the connection weight
matrix of the hidden layer is:

AWij(t) = (2)
o0E
=Nl - )= -+ AW (¢ - 1).
n( oc)aWij(t ot it = 1)
The adjusted connection weight matrix
is:
W) = Wij(t—l) +AW;i(t) = (3)
o0E
W..t-1)+nN(l - o)y -+ AW ,(t — 1).
l]( ) n( OL)aWij(t _ 1) o 1]( )
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M jy(t) = My(t-1) + AM(t) = (4)
OE

M;(t-1) + (1 - OC)W

+ QAM; (t - 1).

Among then, Mjk(t) and W;«(t) are re-
spectively the connection weigh{ matrix of
the output layer and the hidden layer after
adjusting ¢ times; AMjk(t—l) and AWi]-(t—l)
are corrections of the connection weight
after adjustment (¢—1). The improved BP
neural network needs to select an appropri-
ate learning rate. If the learning rate is too
large, the algorithm may oscillate and cause
instability. If the learning rate is too small,
the convergence speed will be slow. With addi-
tion of the momentum factor, the network
training can provide the next correction affect-
ing the previous one to reduce the oscillation
and avoid falling into the local minimum.

In the network training with this expert
system, only one hidden layer is usually se-
lected, and two or more layers can be se-
lected as required. The number of neuron
nodes in the hidden layer is calculated ac-
cording to the empirical formula
h=\n - m+a; so as to calculate the number
of neuron nodes in the hidden layer A, as
the initial value of network regulation, the
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Fig. 3. Flow chart of BP neural network pre-
diction.

process of the network training using the
improved BP neural network is as follows:

— Set the training frequency (denoted by N),
the training accuracy (denoted by E), the
learning rate is m, the momentum item of
the BP neural network is o, and make
N(0,), E€(0,1) ne(0.01,1), ae(0,1).

— The connection weight matrix is in-
itialized to generate a new neural network.

— Enter a set of trained expert data in
the order stored in the database.

— The error of the network output is
calculated, the back propagation of the
error signal is carried out, and the connec-
tion weight is corrected.

— The next material data sample is
trained with the corrected connection
weight, and then the last expert data sam-
ple is alternately trained to calculate the
total average error of the network training.

preset precision E, the training is success-
ful and ends, and the connection weight ma-
trix of expert data is saved at the same
time. If the total average error is greater
than the preset error E, go to step 6.

3. Results and discussion

3.1 Dielectric properties of single-walled
carbon nanotubes/polyurethane carbon
nanotubes composites

In the network training, the hidden layer
is set as 2 layers, and the number of hidden
layer nodes in the first layer and the second
layer is set as 4 and 6 respectively; the
training error is <0.08; the training fre-
quency is less than 20,000 times; the learn-
ing rate is 0.4 and the momentum factor is
0.6. As shown in Table 2 and Fig. 4, the
dielectric constant of single-walled carbon
nanotubes/polyurethane composites is pre-
dicted to be stable at 8.5-12 GHz when the
content of carbon nanotubes is 20 % ac-
cording to the results of the network train-
ing. The real part of the dielectric constant
€, is approximately 33.48 ~ 34.45, and the
imaginary part of the dielectric constant e,
is approximately 28.46 ~ 24.35.

3.2 Electromagnetic shielding effective-
ness of multiwalled carbon nanotubes/sili-
con rubber conducting polymers

In the network training, the hidden layer
is set as 1 layer, the number of nodes in the
hidden layer is set as 4, the training error is
less than 0.05, the training times are less
than 20,000, the learning rate is 0.6, and the
momentum factor is 0.6. As shown in Fig. 5,
according to the results of the network train-
ing, the electromagnetic shielding efficiency
of the multi-walled carbon nanotubes/silicon
rubber conductive polymer material increases
to approximately 24.82-26.68 dB with the
increase of frequency to 100 ~ 1000 MHz
when the content of carbon nanotubes is 8 %.

3.3 Dielectric properties of single-walled
carbon nanotubes/epoxy resin composites

In the network training, the hidden layer
is set as 1 layer, the number of hidden layer
nodes is set as 4, the training error is less

If the total average error is less than the than the training times is less than
Table 2. Predicted values of dielectric constants of SWCNTs/polyurethane composites
Dielectric constant 8 8.5 9 9.5 10 10.5 11 11.5 12 12.5
frequency, GHz
Real part 33.91 | 84.12 | 34.45 | 34.16 | 33.89 | 33.86 | 33.75 | 33.64 | 33.56 | 33.48
Imaginary part 28.46 | 28.56 | 24.35 | 24.29 | 24.16 | 28.89 | 23.95 | 23.78 | 23.72 | 28.65
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Fig. 4. Predicted values of dielectric con-
stants of SWCNTs/polyurethane composites.

20,000 times, the learning rate is 0.6, and
the momentum factor is 0.4. As shown in
Table 3 and Fig. 6, the dielectric constant of
SWCNTSs/epoxy resin composites was predicted
to be stable at 8.5-12 GHz; when the carbon
nanotube content was 15 %, the real part of
the dielectric constant &; was about 52.32—
54.91, and the virtual part of the dielectric
constant €, was about 56.93—59.86.

4. Conclusions

In this paper, the artificial neural network
and expert system are combined together. By
using Microsoft Visual Studio, Microsoft SQL
Server database and a BP neural network, the
artificial neural network expert system of carb-
on nanotube composite materials is established
to optimize the training module of the BP neu-
ral network. The momentum factor, learning
rate, hidden layer number, hidden layer node
number and training times can be adjusted to
make the network training as optimal as possi-
ble and realize the prediction of the BP neu-
ral network.

According to the results of the network
training, it is predicted that the dielectric
constant of single-walled carbon mnanotu-
bes/polyurethane composites is stable at 8.5—
12 GHz when the content of carbon nanotu-
bes is 20 %, the real part of the dielectric
constant is approximately 33.48-34.45, and
the imaginary part of the dielectric constant
is approximately 23.46—24.35. When the
content of carbon nanotubes is 8 %, the
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Fig. 5. Predicted value of electromagnetic
shielding effectiveness of MWCNTs/ silicon
rubber materials.
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Fig. 6. Predicted values of dielectric con-
stants of SWCNTs/epoxy resin composites.

electromagnetic shielding efficiency of
multi-walled carbon nanotubes/silicon rub-
ber conductive polymer materials is about
24.82-26.68 dB at 100 ~ 1000 MHz. When
the content of carbon nanotubes was 15 %,
the dielectric constant of the single-walled
carbon nanotubes/epoxy resin composites
ranged from 8.5 to 12 GHz. The real part
of the dielectric constant ranged from 52.32
to 54.91, and the virtual part of the dielec-
tric constant ranged from 56.93 to 59.86.
The artificial neural network expert sys-
tem of carbon nanotube composites can
achieve the expected functional goals and
predict the properties of carbon nanotube

Table 3. Dielectric constants of SWCNTs/epoxy resin composites

Dielectric constant 8.5 9 9.5 10 10.5 11 11.5 12
frequency, GHz
Real part 54.82 54.91 54.86 54.56 54.21 54.13 53.87 52.82
Virtual part 57.42 59.12 59.56 59.86 59.74 57.56 57.63 56.93
Functional materials, 26, 4, 2019 821
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composites. The use of the artificial neural
network expert system can effectively re-
duce the workload of researchers, reduce
the research cost, shorten the research time
and improve the research efficiency.
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